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Abstract—Subthreshold circuit design is promising for future
ultralow-energy sensor applications as well as highly parallel
high-performance processing. Device scaling has the potential to
increase speed in addition to decreasing both energy and cost
in subthreshold circuits. However, no study has yet considered
whether device scaling to 45 nm and beyond will be beneficial for
subthreshold logic. We investigate the implications of device scal-
ing on subthreshold logic and SRAM and find that the slow scaling
of gate-oxide thickness leads to a 60% reduction in Ion/Ioff

between the 90- and 32-nm device generations. We highlight the
effects of this device degradation on noise margins, delay, and en-
ergy. We subsequently propose an alternative scaling strategy and
demonstrate significant improvements in noise margins, delay, and
energy in sub-Vth circuits. Using both optimized and unoptimized
subthreshold device models, we explore the robustness of scaled
subthreshold SRAM. We use a simple variability model and find
that even small memories become unstable at advanced technology
nodes. However, the simple device optimizations suggested in this
paper can be used to improve nominal read noise margins by 64%
at the 32-nm node.

Index Terms—Device optimization, low power, subthreshold
circuits.

I. INTRODUCTION

INCREASINGLY stringent power budgets have fostered the
rapid growth of sophisticated low-power design techniques

in recent years. Subthreshold (sub-Vth) design has emerged at
the forefront of these techniques. In sub-Vth design, the supply
voltage (Vdd) is scaled below the device threshold voltage
(Vth). A wide range of applications, from radio-frequency-
identification tags to cellular phones, demands minute energy
budgets and can tolerate the modest switching speeds that are
characteristic of sub-Vth circuits. Although sub-Vth design has
not yet gained widespread commercial adoption, recent work
has shown that the potential benefits of sub-Vth circuits are
substantial. Sub-Vth processors have been demonstrated with
the supply voltage Vdd as low as 180 mV [1] and with an
energy consumption of only 2.6 pJ/instruction [2]. The speed
of sub-Vth circuits, which is exponentially dependent on Vth

and Vdd, has generally been reported in the kilohertz and low-
megahertz range [1], [2]. In addition to these relatively low
data rates, timing variability grows dramatically as Vdd reduces,
forcing the adoption of pessimistic design practices and large
timing margins. Despite poor single-processor performance,
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sub-Vth circuits are also promising for power reduction in high-
performance parallel systems [29].

The scaling of transistor dimensions and electrical character-
istics represents both an opportunity and a threat for sub-Vth

circuits. Device scaling offers a reduction in gate capacitance,
and at superthreshold (super-Vth) voltages, it offers a welcome
reduction in switching energy and gate delay. Scaling has also
led to a dramatic increase in density (which was an effective
cost-reduction measure in the past [9]). At the same time,
device scaling has brought about a number of problems in
super-Vth circuits, including process variability, increased sub-
threshold leakage, and increased gate leakage. The implications
of device scaling on super-Vth circuits have been explored
previously [7], [8]; however, no such focus has been given to
sub-Vth circuits. Transistor design is particularly important in
the sub-Vth regime due to exponential sensitivities to Vth, Vdd,
and inverse subthreshold slope; therefore, it is not immediately
clear how sub-Vth circuits will fare under device scaling.

Sub-Vth device optimizations were considered in [3] and
[4], and it was shown that the optimal sub-Vth device should
minimize the inverse subthreshold slope. Additionally, the use
of drain–source underlap was suggested for sub-Vth devices
in [5]. The use of ultrathin body FinFETs in sub-Vth logic
was advocated for improved channel control and variability
characteristics in [4] and [6]. However, no study has compre-
hensively studied the effects that device scaling will have on
sub-Vth circuits. In this paper, we study the evolution of static
noise margins (SNMs), performance, and energy in sub-Vth

circuits as the devices scale deep into the nanometer regime.
We place a strong emphasis on understanding the consequences
of traditional performance-driven scaling on simple inverters
and SRAM cells and also propose an improved scaling strategy
targeting the needs of sub-Vth circuits.

We first use realistic 2-D device models (in MEDICI) scaled
from the 90-nm technology node down to the 32-nm technology
node to quantify the device- and gate-level implications of
conventional super-Vth device scaling. We show that the slow
scaling of gate oxide relative to the channel length leads to a
60% reduction in Ion/Ioff between the 90- and 32-nm nodes,
which results in SNM degradation of more than 10% between
the 90- and 32-nm nodes in a CMOS inverter. We propose a
modified scaling strategy that uses increased channel lengths
and reduced doping to improve the inverse subthreshold slope.
We develop new delay and energy metrics that effectively
capture the important effects of device scaling, and we use those
to drive device optimization. We find that the noise margins
improve by 19% and the energy improves by 23% in 32-nm
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Fig. 1. (a) Device cross section showing the scaling parameters. (b) Doping
profile for a 90-nm NFET.

sub-Vth circuits when applying our modified device scaling
strategy. Our approach is particularly attractive since it requires
only simple modifications to the existing device technologies.
Following this initial analysis, we look at the problem of scaled
sub-Vth SRAM, which will likely be the sub-Vth circuit that
is most sensitive to device scaling. We use both nominal-
and corner-based analyses to measure the noise margins in
memories targeted at sensor applications, where memory sizes
on the order of several kilobits are sufficient. We find that our
optimized sub-Vth device has a nominal read SNM that is 64%
larger than that of the unoptimized super-Vth device at the
32-nm generation.

The remainder of this paper is organized as follows. In
Section II, we describe the implications of performance-driven
scaling in the sub-Vth regime. In Section III, we propose an al-
ternative scaling strategy driven by the needs of sub-Vth circuits
and compare it to a super-Vth scaling strategy. In Section IV, we
study scaled sub-Vth SRAM. Finally, in Section V, we conclude
this paper.

II. SUPER-Vth SCALING TRENDS

In this section, we describe a simple but accurate bulk
transistor model, as shown in Fig. 1(a), which captures the
important effects of conventional super-Vth scaling. Our text
and figures will focus on the NFET device for the remainder of
this paper, but we use an analogous methodology to describe the
PFET device. The device model has four key scaling parame-
ters: physical gate length (Lpoly), gate-oxide thickness (Tox),
substrate doping (Nsub), and peak halo doping (Np,halo). These
parameters receive special attention because they are most
important when determining key device characteristics like Vth,
on current, off current, and gate capacitance. In addition to
these four parameters, we specify Vdd as an additional knob
for adjusting performance. All physical dimensions other than
Tox (source/drain junction depth, lateral source/drain diffusion,
halo dimensions, etc.) scale in proportion to Lpoly.

Note that halo-doping regions are located near the source
and drain edges. Halo doping is used to control Vth rolloff
observed at short channels and large drain biases, and it has
become indispensable for super-Vth devices. The Vth of a short-

channel device with halo doping may be represented as the sum
of three components: intrinsic (long-channel) threshold voltage
(Vth0), rolloff due to short-channel effects and drain-induced
barrier lowering (∆Vth,SCE), and roll-up due to the halo doping
(∆Vth,halo) [11]. In a well-optimized device, the halo regions
increase the effective channel doping at short channel lengths
such that −∆Vth,SCE = ∆Vth,halo and that Vth remains flat as
a function of both Lpoly and Vds. We model the halo regions as a
pair of 2-D Gaussian distributions superimposed on a uniformly
doped substrate similar to [3] and [12]. The doping contours
of a representative 90-nm device are shown for illustrative
purposes in Fig. 1(b). The net halo doping Nhalo is the sum
of Nsub and Np,halo.

For our purposes, describing a device at a particular technol-
ogy node only requires that the four key parameters and the Vdd

are specified. We use the iterative process described in [28] to
optimize device parameters at a given technology node. Lpoly

and Tox are first determined based on published industry data.
Vdd and Vth (through Nsub and Np,halo) are then chosen to
optimize the delay under leakage constraints. We describe the
selection of each parameter in the remainder of this section.

The aggressive scaling of Lpoly has been one of the primary
drivers of performance improvement in MOSFETs. Note that
Lpoly represents the length of the bottom of the poly-Si gate af-
ter etching. For example, a gate with a designed length of 90 nm
might have an Lpoly = 65 nm after etching. Throughout this
paper, we assume that the minimum Lpoly is reduced by 30%
per generation, which agrees well with the recent Lpoly scaling
trends.

Selecting a realistic value for Tox plays a critical role in
determining the sub-Vth characteristics of a device. As sug-
gested in the previous section, Tox has actually scaled more
slowly than Lpoly due to oxide-reliability and gate-leakage
concerns. A survey of recent industrial publications in [13]
shows that Tox has been reduced by ∼10% per generation
below the 130-nm technology node. In this paper, we make
the simple assumption that Tox reduces by 10% per generation.
Note that the oxide-scaling problem may be even worse than
our assumption of 10%. High-κ dielectrics may be the only
solution since conventional gate stacks may be limited to a
minimum of ∼1-nm thickness [20].

With Lpoly and Tox fixed for each generation, the remaining
three parameters (Nsub, Np,halo, and Vdd) may be tuned to
match the delay and leakage requirements. As in [28], our opti-
mization uses delay (τ) as an objective and leakage (Ileak,max)
as a constraint. Note that Nsub is treated as a function of
the long-channel device (where the halo doping is largely
unnecessary) and that Np,halo is treated as a function of the
short-channel device. While the approach described in [28] may
not converge on the optimal solution, it is a systematic simple
heuristic that produces realistic scaled devices.

The selection of Ileak,max is a complex topic since every new
technology provides a range of devices optimized for different
power-delay points. For example, the 65-nm technology de-
scribed in [14] offers low- and high-power devices, with each
device having three different Vth variants. The International
Technology Roadmap for Semiconductors (ITRS) [15], which
maps out near- and long-term goals for the semiconductor
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TABLE I
NFET PARAMETERS UNDER SUPER-Vth SCALING

industry, describes three different devices with different power-
delay tradeoffs: high performance, low operating power (LOP),
and low standby power (LSTP). The LOP and LSTP de-
vices are optimized in a similar manner, although the LSTP
device has more stringent leakage constraints. In this paper,
we use a super-Vth scaling strategy similar to that of the
LSTP device. The ITRS predictions rely on the introduction
of advanced technologies like the high-κ gate stacks to meet
the stringent leakage constraints. Since we are studying the
effects of current scaling trends (rather than projected scaling
goals that require the introduction of advanced technologies),
we relax the leakage constraints slightly. We set a maximum
leakage current of 100 pA/µm at the 90-nm node and allow
the leakage to grow by 25% in each generation. We reduce
Vdd regularly at each generation to control dynamic energy,
and we optimize the device for minimum delay under the
leakage constraint. Table I shows values for the NFET model
parameters generated for the 90–32-nm nodes using the scaling
approach described in this section. Throughout this paper,
we refer to the results in Table I as the “super-Vth scaling
strategy.”

The intrinsic delay of a device may be quantified as
τ = CgVdd/Ion, where Cg is the gate capacitance including
gate/drain-source overlap, and Ion is the drain–current at Vgs =
Vds = Vdd. This metric, which has been shown to correlate well
with CMOS gate delay [10], is shown for reference in Table I.

A. Device-Level Implications

The device models from the previous section have been
simulated in MEDICI—a 2-D device simulator. We begin with
a focus on device characteristics and then look at gate-level
characteristics. The current in the sub-Vth circuit may be de-
scribed by the well-known weak-inversion current expression
shown in [19, eq. (1)], where m is the subthreshold slope factor,
and Cdep is the depletion capacitance. Note the exponential
dependence on m and Vth

Isub =
W

Leff
· µeff · Cdep · ν2

T · e
(

Vgs−Vth
m·νT

)
·
(

1 − e
−Vds

νT

)
.

(1)

The inverse subthreshold slope (SS), which is an excellent
measure of the channel control, may be expressed for short-

Fig. 2. NFET inverse sub-Vth slope and on- to off-current ratio.

Fig. 3. NFET on current.

channel MOSFETs as [19]

SS = 2.3 · νT · m (2a)

SS = 2.3 · νT ·
(

1 +
3 · Tox

Wdep

)

×
(

1 +
11Tox

Wdep
e
− π·Leff

2(Wdep+3Tox)

)
(2b)

where Wdep ∝ 1/
√

Neff is the depletion width with an effective
channel doping Neff . The value of SS , which is theoretically
limited to values larger than ∼60 mV/dec at T = 300 K,
should be as small as possible to ensure the steepest sub-Vth

characteristic. As shown in (2b), the final exponential term
forces SS to increase as Lpoly (and, consequently, Leff ) reduces
relative to Tox and Wdep. Fig. 2 shows the simulated SS for an
NFET device at different technology nodes. Between the 90-
and 32-nm nodes, SS degrades by 11%, which corresponds to a
60% reduction in the on- to off-current ratio (Ion/Ioff) at Vdd =
250 mV. Ion is measured at Vgs = Vds = Vdd. Note in Table I
that all devices have Vth > 400 mV; therefore, Vdd = 250 mV
is well within the sub-Vth regime. We will show later in this
section that the dramatic reduction in Ion/Ioff leads to serious
problems for noise margins and energy efficiency.

Fig. 3 shows the behavior of Ion at both nominal Vdd

(with values taken from Table I) and Vdd = 250 mV. Under
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Fig. 4. Simulated SNM for a scaled inverter.

our leakage-constrained-scaling scenario, Ion reduces between
technology generations in the super-Vth region. Note that our
choice of leakage constraint (100 pA plus 25% per gener-
ation) affects this outcome. A more aggressive technology,
particularly one leveraging strain in the channel, would likely
achieve an increased drain–current with scaling. However, in
this paper, we are concerned with low-power devices. Note
that the reduction in current is more dramatic for the device
measured in the sub-Vth region. This loss of drain–current has
important delay implications that will be discussed later in this
section.

B. Static Noise Margins

Consider the SNMs of a CMOS inverter. The voltage transfer
characteristic of a sub-Vth inverter is computed by equating
the drain–current (1) through the NFET and PFET devices, as
shown in (3a) at the bottom of the page. Io,N and Io,P are the
NFET and PFET currents at Vgs = Vth with Vds � νT . Vin and
Vout are the voltages at the input and the output of the inverter.
We can relate Vin and Vout using (3b), as shown at the bottom of
the page. We can further simplify the expression by assuming
that Io,N = Io,P , Vth,N = Vth,P = Vth, and mN = mP = m,
as shown in (3c) at the bottom of the page.

The important role of SS (through m) in determining the
voltage transfer characteristic (and, consequently, the SNM) is
obvious, particularly in (3c). Fig. 4 shows the evolution of the
SNM for a CMOS inverter simulated at nominal Vdd (Table I)
and Vdd = 250 mV. We define the SNM at the points where the

Fig. 5. Simulated delay for a scaled inverter.

gain in the voltage transfer characteristic is equal to negative
one. The increase in SS with scaling results in SNM degra-
dation of more than 10% between the 90- and 32-nm nodes.
This is a serious concern for sub-Vth designers since absolute
noise margins are already dramatically reduced compared with
high-voltage operation. It is particularly concerning for SRAM,
where the noise margins are paramount and a small Ion/Ioff

in sub-Vth circuits already places tight limits on the maximum
number of bits/line [16].

C. Delay

The delay of a CMOS gate may be expressed as

tp =
kd · CL · Vdd

Ion
(4)

where CL is the load capacitance, and kd is a fitting parameter.
The sub-Vth delay may be found by substituting (1) into (4)

tp =
kd · CL · Vdd

Ion
=

kd · CL · Vdd

Io,N · e
Vdd−Vth

m·νT

. (5)

The Vds dependence of Ion [shown in (1)] has been ignored
since it is negligible for Vgs = Vdd � νT . The delay expression
is clearly dominated by an exponential dependence on Vdd, Vth,
and m.

The simulated delay of a CMOS inverter with FO1 loading
is shown in Fig. 5 at nominal Vdd (Table I) and at 250 mV. As

Io,N · e
Vin−Vth

m·νT

(
1 − e

−Vout
νT

)
= Io,P · e

Vdd−Vin−Vth
m·νT

(
1 − e

−Vdd−Vout
νT

)
(3a)

Vin =

mn(Vdd − Vth,p) + mpVth,n + mnmpνT ln

(
Io,P

Io,N
· 1−e

− Vdd−Vout
νT

1−e
− Vout

νT

)

mn + mp
(3b)

Vin =
Vdd

2
+

m · νT

2
ln


1 − e

−Vdd−Vout
νT

1 − e
−Vout

νT


 (3c)
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expected, the delay at nominal Vdd improves with Lpoly, al-
though at a rate that is slower than the target of 30% per gener-
ation under generalized scaling (assuming that 1/α = 0.7). In
contrast, the delay increases between the 90- and 45-nm nodes
at Vdd = 250 mV. Due to the relaxed Ioff constraint imposed at
advanced technology nodes (a 25% increase is allowed per gen-
eration), one might expect that the delay would decrease with
scaling (since Ion increases with Ioff ). However, SS degrades
over the same region, dramatically reducing the Ion and increas-
ing the delay. Between the 45- and 32-nm nodes, the increase in
Ioff begins to dominate any degradation in SS and causes a re-
duction in delay. A more stringent leakage constraint during the
device optimization would yield a monotonic delay increase.
The important lesson is that the sub-Vth delay is exponentially
sensitive to Vth and SS and only linearly sensitive to Lpoly.
Even small changes to a super-Vth device to control the leakage
and short-channel effects may result in large fluctuations in
the sub-Vth delay. It is likely that the scaling Vth and SS , not
Lpoly scaling, will control the performance of future sub-Vth

circuits. Strict attention to Vth selection and SS control will be
an important part of any technology optimized for sub-Vth use.

In sub-Vth applications, Vdd is typically set at the energy
optimal value Vmin; therefore, the scaling of delay at Vdd =
Vmin is of interest. The value of Vmin was found in [17] and
[18] to be proportional to SS . If we ignore the dependence
of Vmin on the slope of the input waveform, then we can set
Vdd = Vmin = KVmin · SS , where KVmin is a parameter that
depends only on the structure of the circuit (and not on the
scaling parameters) [17]. By using this new relation and by
recognizing that SS = Vdd/ log(Ion/Ioff), we can express (4)
and (5) in terms of only the scaling-dependent parameters (6).
The simple expression in (6) suggests that we can predict the
scaling behavior of the sub-Vth delay simply by understanding
the scaling of CL, SS , and Ioff . We develop a similar expression
for energy in the next section.

tp =
kd · CL · KVmin · SS

Ioff · 10
KVmin

SS

SS

∝ CL · SS

Ioff
. (6)

D. Energy

The energy of a single inverter driving an identical inverter
can nominally be separated into two components: dynamic
(Edyn) and leakage (Eleak)

Edyn = CL · V 2
dd · α (7a)

Eleak = Ioff · Vdd · tp
= Ioff · Vdd · kd · CL · Vdd

Ion

= CL · V 2
dd · kd · Ioff

Ion
. (7b)

The term α is the activity factor, and all other terms are
previously defined. If we again assume that the operation only
occurs at the energy optimal Vdd = Vmin, then we can simplify
(7a) and (7b) as follows:

Edyn = CL · (KVmin · SS)2 · α ∝ CL · S2
S (8a)

Eleak = CL · (KVmin · SS)2 · kd · 10−KVmin ∝ CL · S2
S . (8b)

Fig. 6. Simulated energy/cycle and Vmin for a chain of 30 inverters with
α = 0.1.

The only parameters that change as a result of the device
scaling are CL and SS . Equation (8) suggests the interesting
result that the dynamic and leakage energies in sub-Vth circuits
have an identical dependence on the scaling parameters and that
the ratio Edyn/Eleak is insensitive to scaling when operating at
Vdd = Vmin.

The simulated energy consumed per cycle by a chain of
30 inverters with α = 0.1 and Vdd = Vmin is shown in Fig. 6.
There is a substantial energy reduction as the devices are scaled
from the 90- to 32-nm nodes. However, note that Vmin increases
by 40 mV for this simple circuit between the 90- and 32-nm
nodes. Recall that Vmin is proportional to SS ; thus, this trend
is not surprising. It was shown in [6] that an increase in Vmin

is generally not beneficial for energy efficiency. An increase in
Vmin essentially equates to a dynamic-energy (CLV 2

dd) penalty.
Ideally, a scaled sub-Vth device should experience a reduction
in capacitance while maintaining Vmin. The factor CL · S2

S ,
which is also shown in Fig. 6, matches very closely to the
energy measurements, thus confirming the validity of (8).

III. SUB-Vth SCALING TRENDS

It became clear in the previous section that the degradation
of SS with device scaling will be problematic for robust energy
efficient sub-Vth operation. Moreover, the scaling of Lpoly to
improve the delay characteristics of super-Vth devices is not
relevant in sub-Vth circuits since the delay is largely controlled
by Vth and SS . Ideally, we would like a sub-Vth transistor with a
very small SS to address the noise-margin and energy concerns.
This device should be available in multiple well-controlled
thresholds in order to provide a wide range of performance
points. In this section, we describe such a device and develop a
scaling strategy for this device.

A. Sub-Vth Device Optimization

The degradation of SS with scaling is driven by two related
factors. The first factor has already been made clear: The ratio
Leff/Tox reduces with each technology generation due to the
slow scaling of Tox, and it worsens the Vth rolloff problem.
This suggests that longer channel lengths should be used to
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Fig. 7. SS as a function of the gate length for a 45-nm device.

Fig. 8. Energy and delay factors for a 45-nm device.

accommodate the gate oxide. The second factor causing the SS

degradation, which was also covered in [3], is more subtle. To
compensate for the Vth rolloff problem, the channel doping is
effectively increased through aggressive use of the halo doping.
For long-channel devices, the halo doping is less critical and
actually degrades the SS . Therefore, to fully optimize SS

with device scaling, it is not sufficient to simply lengthen the
Lpoly without considering the doping. Instead, the Lpoly and
the doping must be optimized simultaneously. This notion is
confirmed in Fig. 7, which shows SS for a 45-nm device with
a fixed doping profile and for a 45-nm device with a doping
profile optimized for each value of Lpoly.

Increasing the Lpoly and reducing the doping improve the
SS at the cost of an increased gate capacitance. The cost of this
optimization can be quantified in terms of energy and delay.
Equation (6) shows us that the sub-Vth delay is proportional
to CL · SS/Ioff at Vdd = Vmin. Similarly, (8a) and (8b) show
that the energy in a sub-Vth circuit is proportional to CL · S2

S .
These expressions are useful since they are simple functions
of device parameters and offer a quick estimation of energy
and delay in a prospective technology. Fig. 8 shows these
energy and delay factors as functions of Lpoly for the optimized
45-nm device, which is originally shown in Fig. 7. Both reach
a minimum, suggesting that there is both a delay optimal and
an energy optimal Lpoly. However, since the delay minimum is

TABLE II
NFET PARAMETERS UNDER SUB-Vth SCALING

very shallow, we can select the energy minimal Lpoly (60 nm
in Fig. 8) for a negligible penalty. Note that the delay typically
degrades as ∼1/Lpoly, but we are able to avoid this problem by
also optimizing the doping.

B. Sub-Vth Scaling Model

Given the important role that the SS plays in determining
energy efficiency, performance, and noise margins, we propose
a scaling strategy that reduces the SS by targeting the energy
optimal Lpoly at each technology node. The proposed strategy
uses longer channel lengths that scale more slowly than the rate
of 30% assumed in Section II. As we will see, one consequence
of this strategy is that the SS remains approximately constant
with device scaling. For this paper, we maintain a constant Ioff

of 100 pA/µm across all device generations. Fixing Ioff yields
a more predictable delay-scaling characteristic and avoids the
problems shown in Fig. 5. Just as in the super-Vth technologies,
different performance levels can be targeted by offering multi-
ple thresholds.

We begin with a 90-nm device identical to the 90-nm device
in Section II, but the Lpoly and the doping have been optimized
for minimum energy using (8a) and (8b). We again assume
that Tox reduces by 10% and all other physical dimensions,
excluding Lpoly, reduce by 30% in each generation. We find
the optimal Lpoly, Nsub, and Np,halo at each generation, as de-
scribed in Section III-A. The resulting NFET device parameters
are listed in Table II. The delay (6) and energy (8) factors are
also listed in Table II. Note that the delay factor simplifies to
CL · SS since Ioff is constant with scaling. A similar set of
values is derived for the PFET devices. We find that the energy
optimal Lpoly for the PFET device is almost identical to that
of the NFET; therefore, we use the Lpoly values in Table II
during the PFET doping optimization. For the remainder of this
paper, we refer to the results in Table II as the “sub-Vth scaling
strategy.”

C. Device- and Circuit-Level Implications

The primary purpose of our revised scaling strategy is to
maintain strong channel control, even at very small dimensions.
Fig. 9 shows how Lpoly and SS scale under our proposed scal-
ing strategy and under the original super-Vth scaling strategy.
Lpoly is larger than in the super-Vth scaling scheme and also
scales at a slower rate (20%–25% per generation) than the Lpoly

in the super-Vth scaling scheme (30%). Note that SS stays very
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Fig. 9. NFET Lpoly and SS for the sub-Vth and super-Vth scaling strategies.

Fig. 10. Simulated SNM for an inverter under the super-Vth and sub-Vth

scaling strategies.

Fig. 11. Simulated delay for an inverter at Vdd = 250 mV under the
super-Vth and sub-Vth scaling strategies.

close to ∼80 mV/dec under our proposed strategy, varying by
only 1.2 mV/dec between the 90- and 32-nm nodes. As a result,
the SNM remains nearly constant as well (Fig. 10). At the
32-nm node, the optimized sub-Vth scaling strategy yields an
SNM that is 19% larger than that observed under the super-Vth

scaling strategy.
Normalized FO1 inverter delay is shown in Fig. 11 for

both scaling scenarios. Delay reduces by ∼18% per generation

Fig. 12. Simulated energy and Vmin under the super-Vth and sub-Vth scaling
strategies.

under our proposed strategy. Recall from Section II-C that the
delay characteristic for the super-Vth scaling strategy is not
monotonic due to the scaling of Vth and Ioff . It is therefore
not fair to directly compare the delay scaling of the two
strategies. However, it is clear that the sub-Vth scaling strategy
exerts much tighter control over Ioff and SS than the super-Vth

strategy; therefore, the delay characteristic scales much more
gracefully.

Fig. 12 shows the simulated energy and the Vmin for a chain
of 30 inverters under the conventional super-Vth scaling scheme
and our proposed scheme. The proposed strategy consumes
∼23% less energy than the super-Vth scaling strategy at the
32-nm node (measured at Vmin), with Vmin changing by only
10 mV from 90-nm node to the 32-nm node. The relatively low
Vmin (which previous work has shown to be a strong function of
SS and leakage energy [17], [18]) is responsible for this energy
reduction.

IV. STABILITY OF SCALED SUB-Vth SRAM

Robust memory design is the most challenging task facing
low-voltage designers. Recent work has demonstrated dramatic
improvements in low-voltage operation [16], [21]–[24], but
concerns about density and robustness in the face of variability
still remain. In this section, we focus on memory design deep in
the sub-Vth regime (in this case, Vdd = 250 mV). Such designs
typically target sensor-mote applications where memory sizes
on the order of several kilobits are sufficient. Although most of
the low-voltage memory work has proposed new SRAM cell
architectures to improve read/write margins [21]–[24], we will
use the traditional 6-transistor (6T) SRAM as a test vehicle
since it is the most widely adopted SRAM variant. Before look-
ing at the scalability of the sub-Vth SRAM, we first describe
a simple variability model that will be used to supplement our
observations.

A. Variability in Sub-Vth SRAM

Process-induced Vth variation makes sub-Vth SRAM design
extremely challenging. Due to the exponential dependence of
subthreshold current (1) on Vth, even small variations lead



182 IEEE TRANSACTIONS ON ELECTRON DEVICES, VOL. 55, NO. 1, JANUARY 2008

Fig. 13. (a) RDF Vth variability model in a 65-nm device closely matches the gate-area dependence in (9). (b) Vth is approximately linear with the dopant count.
(c) SRAM test circuit for measuring the SNM and the Iread/Ileak. Node voltages during the hold and read conditions are also shown.

to large strength mismatches between the pull-up [M1 in
Fig. 13(c)], pull-down (M2), and pass transistors (M3). Random
Vth variability due to random dopant fluctuations (RDFs) is
largely responsible for within-cell mismatch. Past work has
shown that the RDF-induced variation is a formidable problem
in super-Vth circuits [30], and it has also been shown that
the importance of RDF grows relative to other random Lpoly

variation as Vdd reduces [31]. The Vth variations due to RDF
may be modeled as [25]

σVth,RDF = 3.19e − 8 · ToxN
0.4
A√

L · W
. (9)

The inverse relationship to the square root of gate area suggests
that random variation will worsen with device scaling. To
model RDF in MEDICI, we first calculate the expected number
of dopants in the channel by integrating the continuous doping
profile in the box with corners at the source/drain top and
bottom edges and multiplying by the width of the device. We
then use a Poisson distribution to create perturbations in the
dopant count [25]. To map the discrete dopant count back to a
continuous distribution, we scale the entire doping profile by a
constant. The model is shown in Fig. 13(a) to agree well with
the gate-area dependence highlighted in (9).

Rather than running computationally intense Monte Carlo
simulations, we skew the SRAM cell to a worst case corner.
The read becomes unstable when the pull-down device becomes
weak (i.e., M2 has a high Vth), and the pass transistor becomes
strong (i.e., M3 has a low Vth). We skew each transistor to
equally probable corners to achieve a desired joint probability.
For example, we may skew the pull-down transistor to a point
that is slower than 99.87% of all transistors (i.e., 3σ away from
the mean µ on a normal distribution). At the same time, we
would skew the pass transistor to a point that is faster than
99.87% of all transistors. If we observe failure at this point,
we conclude that failure may occur any time that the pull-down
transistor is slower than the µ − 3σ point or the pass transistor
is faster than the µ + 3σ point, giving a failure probability
of 0.13% (3σ away from the mean on a normal distribution).

Note that this is a conservative approach since we make the
approximation that failure occurs any time either one of the
devices is > 3σ away from the mean, whereas the observed
failure occurred when both devices were skewed to the 3σ
corners.

We simplify our approach by making the following approxi-
mations: 1) that the dopant-count distribution is approximately
normal; and 2) that the dopant count maps linearly to a Vth.
The first approximation allows us to use σ, 2σ, 3σ, etc., as
meaningful metrics, and the second approximation [which is
shown to be reasonable in Fig. 13(b)] allows us to say that the
σ, 2σ, and 3σ points in the dopant distribution map directly to
the σ, 2σ, and 3σ points, respectively, in the Vth distribution.
We will use this model in the next section to approximately
bound the characteristics of sub-Vth SRAM. A more accurate
RDF model could be obtained by dividing the channel into
cells with unique Poisson distributions [26] or by placing each
dopant atom individually within the channel [27]. However,
our simple model is useful since we only seek to identify
the general characteristics that are favorable in scaled sub-Vth

devices rather than to predict accurate estimates of variation in
future sub-Vth SRAM.

B. Noise Margins in Sub-Vth SRAM

The nominal hold and read SNMs of a 6T SRAM at Vdd =
250 mV are shown in Fig. 14. For the unoptimized super-Vth

device (called “super-Vth short Lpoly”), the nominal read SNM
goes as low as 10% of Vdd at the 32-nm node. Note that the
read SNM at the 32-nm node is 64% larger for the sub-Vth

device (called “sub-Vth”) than for the super-Vth device. Recall
from (3) that the noise margins have a strong dependence on
SS , which is dramatically improved in the device optimized
for the sub-Vth operation. It is interesting to note that the
discrepancy in SNM can be nearly eliminated by increasing the
lengths in the super-Vth devices to match those of the sub-Vth

devices (called “super-Vth long Lpoly” in Fig. 14). However,
the read/write delays will not be optimal since doping has not
been reoptimized for the larger gate length.
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Fig. 14. Simulated SNM in a 6T SRAM cell at Vdd = 250 mV under three
different device-optimization strategies: 1) the sub-Vth optimized device; 2) the
unoptimized super-Vth device with minimum length; and 3) the unoptimized
super-Vth device with the same length as in case (1).

Fig. 15. Read failure probability for a single SRAM cell under different
device-optimization strategies at Vdd = 250 mV. Failure is defined as the point
where the read SNM drops below 6% of Vdd (15 mV).

Fig. 15 shows the probability of a read failure for a single cell
at each technology node for each device type. A failing case
has a read SNM below 6% of Vdd (15 mV for Vdd = 250 mV).
The probability of the failing case is calculated based on the
individual probabilities of the pull-down and pass-transistor
corners, as shown in the previous section. Fig. 15 also includes
a 3σ failure probability line (∼0.13% failure probability) for
reference. We focus on the 3σ point since 99.87% yield should
be sufficient for small SRAM arrays in sensor applications with
several kilobits and column/row redundancy. The unoptimized
device with short Lpoly exceeds the 3σ failure probability at
90 nm. The optimized and unoptimized devices with long Lpoly

exceed the 3σ failure probability at 65 nm, suggesting that
simple device optimizations may extend the lifetime of the sub-
Vth 6T SRAM by one technology generation. It is interesting to
again note that increasing gate length is responsible for most of
the improvement in noise margins and could be used as a near-
term fix for subthreshold memories using conventional devices.

It is also interesting to consider the implications of the
Ion/Ioff reductions shown in Fig. 2. At 32 nm, this ratio may
drop below 500 for a device operating at 250 mV. This is partic-

Fig. 16. Ratio of read-current to pass-transistor leakage in a 6T SRAM at
Vdd = 250 mV under the super-Vth and sub-Vth scalings. Iread/Ileak is
proportional to the maximum number of bits per bitline and is therefore closely
tied to the SRAM area.

ularly challenging when reading data out of an SRAM cell since
it becomes very difficult to distinguish between read current
and bitline leakage. Fig. 16 shows the ratio of the read-current
to pass-gate leakage current in a 6T SRAM cell at 250 mV.
This ratio is extremely important since it is proportional to the
number of bits allowed on a single bitline. At 90 and 32 nm,
the sub-Vth device has a 1.7× and 3.7× larger current ratio,
respectively, than the super-Vth device. These numbers can be
reduced to 1.17× and 1.28× by increasing the lengths of the
super-Vth devices to match those of the sub-Vth devices at the
cost of increased read/write delay.

The data in this section suggest that the future is quite
grim for scaled sub-Vth memories. Significant help can be
offered at advanced technology nodes by the gate length and
doping optimizations studied in this paper. Radical device
redesign may be required for large SRAM arrays. High-κ
gate dielectrics will help improve the channel control (and,
subsequently, the noise margins, the delay, and the energy).
Multigate devices with lightly doped bodies will offer a supe-
rior channel control and will eliminate RDF [6]. In the near
term, however, designers need to focus on variability-aware
circuit-design techniques in combination with simple device
modifications.

V. CONCLUSION

Sub-Vth circuits are promising for future energy efficient
applications. In this paper, we investigated the implications of
device scaling on sub-Vth operation. In particular, we found that
the slow scaling of gate oxide leads to 60% Ion/Ioff degrada-
tion in the sub-Vth regime. We used MEDICI simulations of
simple circuits to illustrate the energy, the performance, and
the robustness characteristics of the scaled sub-Vth devices.
We proposed an alternative scaling strategy that uses larger
gate lengths and reduced doping to achieve a more improved
inverse subthreshold slope. Our proposed strategy maintains
an SS ∼ 80 mV/dec down to the 32-nm node and offers a
robust energy efficient alternative to conventional devices. Our
study of scaled sub-Vth 6T SRAM suggested that read noise
margins will be dangerously small due to the variability at
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the 90-nm node, but simple device modifications can push
the problem out to the 65-nm node. It is likely that new
device geometries will be important for the aggressive scaling
of sub-Vth circuits, but the simple modifications described
in this paper may help sub-Vth circuits reliably scale in the
near term.
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